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EU’s founding values and offers potential solutions the Commission could pursue.
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Implementing the Commission’s blueprint 
for the rule of law

A number of governments are undermining 
the basic values on which the EU is founded, 
set out in Article 2 of the Treaty on European 
Union (TEU). The problematic policies that 
these Member States are implementing in-
clude: interfering with the independence of the 
judiciary, interfering with the independence 
and pluralism of the media, restricting the 
activities of civil society organisations (CSOs) 
and restricting the right to peaceful protest, 
as well as rhetorical attacks and restrictive 
policies targeting marginalised groups such 
as migrants, ethnic minorities, women and 
LGBTI people. 

The EU has thus far had modest success in 
persuading governments to desist from and 
reverse these policies. A Commission com-
munication published in July 2019 set out a 
blueprint for the rule of law with a range of 
measures divided into categories of promotion, 
prevention and response. This backgrounder 
briefly outlines how a selection of these mea-
sures could be effectively implemented. 

Promotion

The Commission has announced its intention 
to use the new Rights and Values Programme 
to build a “rule of law culture” in EU Member 
States. To give effect to this intention, the 
Commission should ensure that the “values” 
strand of the programme is dedicated to build-
ing the capacity of CSOs to create grassroots 
support among the public for Article 2 values. 
This will require the Commission to change 
its existing practices and interpret its financial 
rules more flexibly so as to make funding more 
easily accessible to CSOs working at national 
and local level. In addition, funding should be 

made available to CSOs in a way that guar-
antees their long-term financial sustainability 
through, for example, long-term project grants 
and grants covering operating costs. Among 
other activities, the Commission should dedi-
cate funding to building the capacity of CSOs 
to communicate with the public through val-
ues-based framing. This method of communi-
cation is proven to generate support for Article 
2 values. The programme should also support 
CSOs to develop effective communications 
strategies and deploy effective communica-
tions tools. 

Prevention

The Commission has announced its intention 
to initiate an annual rule of law review cycle, 
leading to an annual report on the rule of law. 
To allow the European Parliament and the 
Council to follow up effectively on this report, 
the Commission should ensure that the report 
contains recommendations specific to each 
Member State and that national governments 
are not given the opportunity to water down 
the report’s findings.

Response

The Commission should carry out an internal 
review of how existing EU law that may seem 
superficially unrelated to protecting Article 
2 values can be used in litigation to protect 
these values. The Commission should also 
build the capacity of CSOs to use EU law to 
litigate both in national courts and before the 
European Court of Justice to protect Article 2 
values. This should include financial support 
for litigation, as well as training on EU law. 
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Protecting civic space

Civil society organisations are key to the proper 
functioning of a healthy democracy. Like the 
media, CSOs inform the public about political 
debates that may affect their rights and quality 
of life, so that the public can make informed 
decisions. Like the judiciary, CSOs uphold the 
rule of law by making sure governments are 
accountable to the law. CSOs also put partici-
patory democracy into practice by offering the 
public organised channels through which to 
speak to their representatives. 

Challenges facing CSOs

Governments with authoritarian agendas are 
creating an increasingly restrictive environ-
ment for CSOs that promote the rule of law, 
democratic pluralism, fundamental rights, 
anti-corruption and environmental protection. 
Broadly speaking, the problems facing CSOs 
are: 

•	 Hostile rhetoric and smear campaigns by 
political figures and allied media outlets. 
This is designed to undermine public trust 
in and support for CSOs and undermine 
staff morale. 

•	 Cuts in public funding and attempts to 
block private funding. This is designed to 
reduce the resources available to CSOs. 

•	 Disproportionately burdensome adminis-
trative obligations, for example on financial 
reporting. These are intended to drain CSO 
resources and distract them from their nor-
mal activities. 

•	 Harassment through legal channels such as 
audits and the threat of criminal sanctions. 
This is designed to drain CSO resources, 
and deter them from carrying out their nor-

mal activities, as well as to undermine staff 
morale.

Protective steps the Commission could take

The Commission could take a number of steps 
to create an environment in which CSOs can 
flourish in their role as protectors and promot-
ers of pluralist democracy, the rule of law and 
fundamental rights. These include:

•	 Designating a Commissioner responsible 
for civil society, whom CSOs can inform of 
attacks and restrictions, and who will follow 
up on these through diplomatic interven-
tions towards the relevant Member States.

•	 Making full use of infringement proceed-
ings to protect civic space, and publishing 
guidelines for Member States on how to 
implement relevant EU law, such as rules 
on anti-money laundering and terrorist fi-
nancing, in line with the right to freedom of 
association in the Charter of Fundamental 
Rights.

•	 Supporting CSOs through the Rights and 
Values Programme to build their capacity to 
use EU law to protect civic space in litiga-
tion at national level and before the ECJ.

•	 Ensuring that the EU’s financial rules are 
interpreted flexibly to make funding under 
the Rights and Values Programme more 
easily accessible to CSOs working at nation-
al and local level than is currently the case.

•	 Promoting the financial sustainability of 
CSOs by establishing the practice of mak-
ing long-term project grants and grants 
covering operating costs.
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Microtargeted online political campaigns.
 
Democracy is one of the values on which the 
European Union is founded, as set out in Arti-
cle 2 of the Treaty on European Union. How-
ever, the digital revolution is transforming 
the world of politics and poses a threat to our 
democracies.  Online political microtargeting 
allows for the formulation of personalised 
messages and their direct delivery to groups 
and individuals. While political targeting ex-
isted prior to the information age, fine-grained 
online political microtargeting informed by 
advanced statistical and machine learning al-
gorithms is a new phenomenon made possible 
by the increased availability of demographic, 
lifestyle and personality data on voters.  

Online political microtargeting has possible 
advantages for citizens, in the sense that it 
can reach those who ignore traditional mass 
media. It can also stimulate interest in politics 
among those who are disengaged, by deliver-
ing information on subjects tailored to their 
interests. However, the technique also poses 
some threats.

Foremost among these threats is polarisation. 
In a well-functioning democracy, citizens en-
counter points of views that differ from their 
own. However, targeted advertising tends only 
to expose citizens with opinions similar to their 
own, which reinforces their views instead of 
causing them to assess them critically. Second, 
dishonesty. Microtargeting campaigns allows 
the same actor to provide different categories 
of voters with plainly contradictory messages 
while concealing this duplicity. 

How the European Commission could mitigate 
potential harm to democracy

•	 Ensure the data protection rules are en-
forced. The United States has more expe-
rience of advanced microtargeting models 
than Europe. And in recent years, political 
parties across Europe have started to hire 
US experts to apply these techniques in 
their campaigns. Microtargeting as prac-
ticed in the US relies on voter databases. 
It would not be possible to maintain such 
databases in a country that complies with 
the General Data Protection Regulation 
(GDPR). However, national data protec-
tion authorities (DPAs) rarely investigate 
personal data use by political parties. This 
is presumably because they fear reprisals 
through a funding cuts, and because they 
already lack adequate funding and staff. The 
Commission should urge Member States to 
provide DPAs with the funds necessary for 
the tasks they are expected to undertake and 
should explore ways of supporting DPAs di-
rectly, for example by providing them with 
expertise and services.

•	 Promote transparency. When individuals 
are made aware of why they are receiving 
specific messages, they are more likely to 
evaluate them critically. In response to 
regulators’ concerns, digital platforms have 
recently started to offer some transparency 
mechanisms. However, these are still ru-
dimentary. The Commission should urge 
digital platforms to strengthen these. 

•	 Facilitate best practices. Elections are reg-
ulated differently and by different bodies 
across the Member States, meaning that 
there are many models and experiences 
to draw on. The Commission should help 
Members States consult each other regularly 
on how to tackle the challenge of preserving 
democracy in the digital age. 
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Artificial intelligence 
 
Artificial Intelligence (AI) is a set of tech-
nologies that are inspired by the ways people 
sense, learn and reason. The term AI refers 
to a collection of technologies that includes, 
among other things, machine learning, nat-
ural language processing, big data analytics, 
predictive models and algorithms.

AI could help us fight climate change, trans-
form health care, and revive sluggish econo-
mies. But it could also undermine our fun-
damental rights. Concerns are growing that 
in its recent applications, AI is perpetuating 
bias in criminal justice and in job markets by 
amplifying the embedded biases in the data it 
is trained on (thereby breaching the prohibi-
tion on discrimination) and that it facilitates 
increased surveillance (thereby restricting 
privacy, freedom of expression and freedom 
of assembly). Activists and researchers are also 
warning of its potential to facilitate the spread 
of disinformation and to exacerbate inequal-
ity and market concentration. Furthermore, 
a vast amount of data is needed to train AI 
systems through machine learning. Unless 
such processes secure the necessary consent 
from individuals for their data to be used in 
this way, this violates the right to the protec-
tion of personal data under the General Data 
Protection Regulation. 

In acknowledging these problems, the tech 
industry is increasingly turning to ethics 
for guiding principles on AI. But sectoral 
self-regulation based on vague ethical princi-
ples will lead to variations in standards, lower 
levels of protection for citizens and costly legal 
challenges. Fundamental rights, rather than 
ethics, should be placed at the core of devel-
oping and deploying AI. In contrast to ethics, 
fundamental rights are detailed and uniformly 
understood guarantees, built through decades 
of law-making and judicial interpretation. 

Fundamental rights thus create legal certainty 
and a uniform standard of protection for citi-
zens, as well as being legal rights that can be 
enforced through the courts. Furthermore, the 
EU and its Member States are legally obliged 
to respect, protect and promote fundamental 
rights through all their laws, policies and ac-
tivities. The regulation of AI is no exception 
to this. 

How the Commission could ensure AI 
respects and promotes fundamental rights

•	 Place fundamental rights, rather than 
ethics, at the core of the development and 
deployment of AI. 

•	 Work with stakeholders. Governments 
alone cannot deal with the challenges posed 
by new and constantly developing technol-
ogies. The Commission should continue 
working with the private sector, academia 
and civil society organisations to address the 
challenges posed by the development of AI 
systems. 

•	 Strengthen national data protection au-
thorities (DPAs). The Commission should 
also recognise that national data protection 
authorities (DPAs) are frequently under-
staffed, underfunded and lack the requisite 
expertise in advanced information technolo-
gies. The Commission should urge Member 
States to provide DPAs with the necessary 
funding and explore means of providing 
resources (such as expertise and services) to 
DPAs directly.
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Implementing Article 17 of the Copyright 
Directive

Following the recent adoption of the Copy-
right Directive, the Commission is organising 
a series of stakeholder dialogues to feed into 
future guidelines on the application of Arti-
cle 17. Article 17 changes the liability regime 
for content service providers by eliminating 
the limited liability rule established in Article 
14(1) of the current e-Commerce Directive 
2000/31/EC. The liability regime set out in 
Article 17 of the Copyright directive creates 
the risk that intermediary service providers 
will engage in overly cautious prior filtering 
and removal of content in a way that interferes 
with fundamental rights such as freedom of 
expression and data protection. The future 
guidelines will set out the safeguards that 
Member States and content-sharing providers 
are expected to put in place to ensure these 
rights are upheld. 
 
Some Member States have already started 
to transpose Article 17. If Member States 
transpose Article 17 without the benefit of the 
guidelines, this increases the risk that the di-
rective will not be applied uniformly across the 
EU and that implementing legislation in those 
countries will not respect fundamental rights.

To reduce the risk that Article 17 is applied 
in a way that breaches fundamental rights, 
or is not applied uniformly, the Commission 
should take the following steps.

•	 Urge Member States to wait for the guide-
lines to be published before transposing 
Article 17 and to holding stakeholder di-
alogues at national level, similarly to the 
Commission. 

•	 Give individuals a right to challenge de-
cisions taken by automated content man-
agement systems and require that such 

challenges be decided by a human being. 
If providers use a content ID system and 
proactively filter content, this increases 
the likelihood of violations of freedom of 
expression. First, because these tools easily 
create false positives. Second, because these 
systems are often unable to identify lawful 
use of copyrighted material. 

•	 Ensure transparency for users. Service pro-
viders should be obliged to inform users how 
decisions are taken over the removal of con-
tent, which user data is collected and how it 
is used, when content is removed, and the 
extent to which user activity is monitored. 

•	 Reconsider the system of sanctions. If 
platforms only face sanctions for failing 
to remove or block offending content, this 
creates an incentive to be overly cautious 
and block or remove anything that creates 
the slightest risk of sanction. Blocking or 
removing content that does not infringe on 
copyright violates freedom of expression. 
Accordingly, the guidelines should introduce 
a rebalancing incentive. Rights holders and 
content-sharing service providers should be 
held liable for removing or blocking lawful 
user-generated content.

•	 Ensure access to an effective remedy. Users 
cannot enforce their rights without access 
to an independent judiciary. When content 
is blocked or removed, the service provider 
should be obliged to provide precise reason-
ing beyond merely pointing to an infringe-
ment of Terms of Services or copyright. 
Unless proper reasons are given, users will 
not be able to contest a decision. Liberties 
supports the suggestion that free legal 
mechanisms to settle disputes and offer 
compensation should be available not only 
for rights holders but also for users. 
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Revision of the e-Commerce Directive
 
After almost twenty years, the e-Commerce 
Directive is understandably in need of an 
update to take account of developments in 
technology, trade practices and new legisla-
tion. However, there is a risk that revising the 
directive will negatively affect fundamental 
rights, especially due to the choice of liability 
regimes for internet companies that host and 
communicate content that is deemed unlaw-
ful. This creates the danger that intermediary 
service providers will engage in overly cautious 
prior filtering and remove content in such a 
way that interferes with rights like free speech 
and privacy. 

The trend towards introducing intermediary 
liability can be seen in a number of legislative 
developments at EU and national level. The 
recently revised Copyright Directive makes 
intermediaries directly responsible for content 
uploads that might breach copyright. The re-
vised Audiovisual Media Services Directive 
and the proposed Regulation on preventing 
the dissemination of terrorist content online 
aim to create similar intermediary liability 
regimes. The same is true for Germany’s Net-
work Enforcement Act (NetzDG) and the 
French anti-disinformation law. All of these 
developments conflict with the approach to 
regulating internet content introduced by 
the original e-Commerce Directive, which 
attempted to strike a fairer balance between 
fundamental rights and commercial and pub-
lic interests.
 
Regulation of digital services should be 
achieved without compromising fundamental 
rights. The Commission should ensure that 
the following safeguards are in place when 
elaborating the Digital Services Act, which is 
expected in the coming years. 
 
•	 The process of creating new legislation 

should be transparent and be based on input 

from relevant stakeholders. Besides market 
players this should include civil society or-
ganisations and users’ organisations. 

•	 The process of creating new legislation or 
self-regulatory regimes must respect users’ 
fundamental rights, such as freedom of ex-
pression, privacy and access to information.

•	 Intermediary service providers offer various 
services. New legislation should differen-
tiate between those who have significant 
market power and small and medium-sized 
companies and start-ups. Services that enjoy 
a quasi-monopoly should be regulated dif-
ferently and could be considered as a pro-
viding a public service, rather than a purely 
commercial service. 

•	 If the EU chooses to pursue regimes that 
create intermediary liability, it should create 
an incentive to balance out the inherent ten-
dency for intermediaries to err on the side of 
caution to avoid sanctions when removing or 
prohibiting access to certain content. Plat-
forms should be liable for banning access to 
lawful content and not only for restricting 
access to unlawful content. This solution 
will guarantee that freedom of expression is 
more effectively protected.

•	 General monitoring and filtering mecha-
nisms endanger both the freedom to receive 
and impart information as well as data 
protection. New mechanisms should avoid 
imposing or incentivising the introduction 
of monitoring and filtering systems.

•	 Platforms should be obliged to be trans-
parent towards users both through their 
terms of service and in how those policies 
are implemented. This would lead to better 
accountability. 

•	 New legislation should not hinder innova-
tion and the online market. 
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Countering online disinformation
 
Targeted online disinformation campaigns 
have the potential to compromise the fairness 
of elections and referendums. Disinformation 
became prominent on the EU’s agenda follow-
ing revelations about the 2016 US Presidential 
election, the Brexit referendum and the Face-
book-Cambridge Analytica data scandal. In 
response the Commission has elaborated an 
Action Plan on disinformation. In addition, 
internet platforms, leading social networks, 
and the advertising industry have agreed to a 
self-regulatory Code of Practice on Disinfor-
mation. The future Digital Services Act is also 
expected to regulate cross-border micro-tar-
geted political advertising in the context of 
disinformation campaigns.

It is important to safeguard the fairness of 
elections and referendums. But there is a risk 
that measures to tackle disinformation will 
interfere with freedom of expression, which 
also damages democratic processes. One of the 
biggest challenges in countering online disin-
formation is being able to distinguish between 
misleading content, errors, parody and biased 
news. This makes it difficult to respond to dis-
information simply by prohibiting offending 
content. This kind of approach carries a high 
risk of interfering with legitimate free speech. 

Because of the dangers this approach poses to 
freedom of expression, Liberties recommends 
that the Commission thoroughly analyse the 
actual impact of disinformation on elections 
and on the society before taking further 
regulatory measures. The reporting mecha-
nism prescribed by the Code of Practice on 
Disinformation should make this possible. 
The Commission will only be in a position 
to develop a proportionate response once the 
impact of disinformation is clear. 

Rather than focusing on prohibiting con-
tent based on its validity, which carries risks 
for freedom of expression, the Commission 
should instead concentrate on neutralising the 
potential impact of disinformation, through at 
least two measures. 

First, through thorough enforcement of the 
General Data Protection Regulation and 
adoption of the ePrivacy Regulation. Online 
disinformation can only have an impact if it 
reaches the audience it targets. And targeting 
sections of the public without their consent in 
this way is only possible if an organisation has 
engaged in profiling based on unlawful data 
controlling and processing. In this way data 
protection rules offer an effective indirect route 
to combating online disinformation while 
preserving freedom of expression. The Com-
mission should consider providing support 
to under-resourced national data protection 
authorities to facilitate this work. 

Second, the Commission should invest in 
further  activities to improve media literacy 
among the public. This is crucial to empower 
people with relevant knowledge and diminish 
the possible harm of disinformation. 

If the Commission can neutralise the impact 
of disinformation through enforcement of 
data protection rules and support for media 
literacy, this will make risky measures that 
threaten freedom of expression unnecessary, 
while preserving the integrity of elections and 
referendums.
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Criminalisation of assistance to refugees 
and migrants

In several EU Member States, civil society or-
ganisations (CSOs) and private individuals are 
being harassed, intimidated and prosecuted 
for providing assistance to refugees and asy-
lum seekers. CSOs have experienced a number 
of restrictions, including limitations on access 
to funding and criminal prosecutions. These 
measures constitute obstacles to the effective 
implementation of EU policy and in some 
cases breach EU law. Relevant EU legislation 
should be revised, clarified and enforced. 

Facilitation Directive

Directive 2002/90/EC requires Member 
States to sanction individuals who assist a 
third country national to enter or transit a 
Member State in breach of national law. The 
directive gives Member States discretion to 
refrain from applying sanctions in relation to 
individuals offering humanitarian assistance 
to asylum seekers without seeking profit. 
However, there is no express obligation to 
refrain from sanctioning such behaviour, and 
some Member States have chosen to sanction 
individuals providing humanitarian assistance. 
Member States that do this are violating EU 
law. Article 18 of the Charter of Fundamental 
Rights guarantees the right to asylum. Article 
53 of the Charter states that the Charter must 
be interpreted in conformity with internation-
al treaties to which the EU is a party. The EU 
is party to the UN Protocol against the Smug-
gling of Migrants, which states that facilita-
tion is only a crime when done in exchange 
for “financial or other material benefit”. States 
that are criminalising humanitarian assistance 
to asylum seekers are thus violating the Facil-
itation Directive read in light of the Charter. 
The Commission should begin infringement 
proceedings against Member States that per-

sist in this policy and consider clarifying the 
text of the directive.

Supporting Civil Society Actors

The EU is committed to protecting and 
strengthening a vibrant and independent civil 
society. However, Hungary, Italy and other 
Member States have passed laws designed to 
disrupt the work of CSOs providing assistance 
to refugees and migrants, for example, by im-
posing taxes on foreign funding or making any 
kind of assistance to undocumented migrants 
illegal. Liberties welcomes the fact that the 
Commission has taken legal action against 
Hungary following the introduction of new 
laws attacking CSOs. Proceedings should 
also be initiated against comparable policies 
elsewhere, such as Legislative Decree 53/2019 
adopted by Italy this summer, which imposes 
heavy fines on CSOs conducting search and 
rescue operations if they enter Italian waters 
without permission. Further, Article 8(2) of 
Directive 2013/32/EU guarantees asylum 
seekers the right to a fair trial. This requires 
national governments to ensure that CSOs 
have the possibility to provide legal services to 
asylum seekers. However, in Hungary, Croatia 
and other Member States, the work of CSOs is 
impeded, making it very hard to provide legal 
counselling. The Commission should open in-
fringement proceedings in these circumstanc-
es. In Member States where CSOs are being 
targeted in this way, the Commission should 
take over direct management of the Asylum, 
Migration and Integration Fund to ensure 
CSOs are sufficiently funded. In addition, a 
Commissioner could be charged with moni-
toring the policing of humanitarian actors and 
intervene as needed with the relevant Member 
States. 
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Search and rescue missions in the 
Mediterranean 

Since 2015, at least 15,000 people have 
drowned attempting to reach European shores. 
The Mediterranean has become the world’s 
deadliest border. The EU has closed its ports 
and outsourced responsibility for search and 
rescue (SAR) operations and disembarkation 
to the Libyan Coast Guard, which is known 
for abusive treatment towards migrants. As a 
result, a request has been made to the Interna-
tional Criminal Court to investigate the EU 
and its Member States for committing crimes 
against humanity. Even if such cases are not 
successful, this development highlights how 
the EU’s asylum policy is likely to undermine 
its standing towards third countries, which 
will in turn make it more difficult for the EU 
to pressure third countries over humanitarian 
or human rights concerns. 

Crackdown on Civil Society Organisations 
(CSOs)

CSOs who have attempted to fill the gap 
left by Member States have been accused of 
facilitating illegal entry and colluding with 
smugglers. This summer, Italy adopted Legis-
lative Decree 53/2019 which imposes financial 
penalties of up to 1 million euros for CSOs 
and the confiscation of their ship if they enter 
Italian waters without permission. It can also 
penalise shipmasters who refuse to disembark 
migrants in Libya, although, according to sev-
eral UN actors (IOM, UNHCR, OHCHR, 
UNSMIL), it does not have a safe port of 
return. 
The decree would thus oblige shipmasters to 
violate international maritime law and the 
principle of non-refoulement, which is rec-
ognised in EU law. The Commission should 

initiate infringement procedures if Italy does 
not change its course. 

Resume SAR operations

The EU has stopped SAR operations in the 
Central Mediterranean. Operation Sophia 
focuses on border control and fighting smug-
gler networks and has no naval assets. Frontex 
and a number of national governments argue 
that SAR operations create a pull factor. Yet, 
studies have shown that the existence of SAR 
operations have little impact on the number of 
attempted crossings. However, there is a cor-
relation between the end of SAR missions and 
the rising death rate. With the help of will-
ing Member States, the Commission should 
press for a resumption of SAR operations in 
the Central Mediterranean and halt returns to 
Libya. 

Disembarkation and relocation

The “ship-by-ship” approach is not only exacer-
bating the suffering of people blocked on rescue 
boats. It also severely damages the European 
Union’s international reputation and thus its 
credibility in external relations with authori-
tarian regimes like Russia and Turkey, and its 
ability to promote human rights towards third 
countries. We welcome the initiative taken by 
several Member States to create a “coalition of 
the willing” and the role of the Commission in 
coordinating the negotiations. The EU needs 
to establish a permanent disembarkation and 
relocation mechanism based on objective cri-
teria such as GDP per capita and population 
size of Member States. This would allow for 
more solidarity and responsibility sharing. 
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Successful inclusion of newcomers

Some Member States are struggling to in-
tegrate newcomers into labour and housing 
markets, education systems and mental and 
physical health services. It is crucial to invest 
in integration early upon arrival to avoid high-
er costs generated by non-integration in the 
future, including intergenerational poverty 
and social exclusion. To realise the benefits of 
successful integration, Member States have to 
promote active participation in economic, so-
cial and cultural life, while strengthening the 
sense of belonging of newcomers. The Com-
mission plays a vital role as policy coordinator, 
promoter of knowledge exchange and funder 
of innovative projects. The Commission should 
consider following measures. 

Intensify support at local level

The implementation of integration policy 
largely takes place at local level. Civil soci-
ety organisations (CSOs) and local author-
ities have extensive experience in receiving 
newcomers. However, they have little say in 
integration policies and suffer from a lack of 
funds. The EU should make funding directly 
available to local authorities rather than chan-
nelling them through national governments, 
especially in Member States that have a track 
record of failing to implement EU asylum law 
and policy. One way to achieve this could be 
for the Commission to increase the budget of 
the Urban Innovative Actions initiative, which 
is directly accessible to local government. To 
involve local actors more in migration policy 
debates, the Commission could intensify its 
support for city networks such as EUROC-
ITIES, which have been successful in the 
reception and integration of refugees. 

Social innovation

CSOs have helped governments reap the fruits 
of successful integration. New initiatives and 
social enterprises have emerged all over Eu-
rope. These help to implement innovative inte-
gration projects and policies that have the po-
tential to be scaled up and implemented more 
broadly. Successful projects include mentoring 
programs, where jobseekers are connected 
with retirees, co-housing arrangements, where 
newcomers are matched with locals of a simi-
lar age or innovative funding models, such as 
social impact bonds (SIBs), which mobilise 
private investors to fund a social service, such 
as housing or language courses. The Commis-
sion should support social entrepreneurs and 
increase financial support for research and 
networking between national and local au-
thorities to assess, compile and scale up good 
practices.

Communication

In March 2019, the Commission published 
the factsheet “Debunking Myths about Mi-
gration” to tackle false information and chal-
lenge alarming rhetoric. While the intention 
is good, the approach is counterproductive. 
To convince people of the positive effects of 
migration and counter anti-immigration nar-
ratives, myth-busting is largely ineffective. 
Extensive research in the field of the cognitive 
sciences shows that positive, solution-oriented 
stories resonate much more with members of 
the public with conflicted views on migration. 
The Commission should support CSOs who 
have experience in reframing migration narra-
tives to train other CSOs on how to commu-
nicate about migration. 
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